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In this supplementary material, we provide numbers used for plots in the paper and examine performance changes accord-
ing to several options for designing and learning the loss prediction module. The material is composed as follows.
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1. Values in the Plots

In the paper, the experimental results have been provided as plots due to the limited space. We provide a table for each

plot in this supplementary material. Table|I[2}i34] correspond to Figure 4,6,7,5 of the paper, respectively.

Number of

Learn loss

labeled images Random Entropy [4] Core-set [6]] (MSE) Learn loss

1k 0.5122+0.0100 | 0.51224+0.0100 | 0.51224+0.0100 | 0.5102+0.0125 | 0.510340.0083
2k 0.6225+0.0116 | 0.6365+0.0123 | 0.63334+0.0108 | 0.6236+0.0080 | 0.65134+0.0168
3k 0.7032+0.0115 | 0.72274+0.0126 | 0.715740.0159 | 0.7046+£0.0103 | 0.765040.0087
4k 0.7602+0.0106 | 0.7845+0.0141 | 0.785040.0093 | 0.7747+0.0066 | 0.8193+0.0051
5k 0.8046+0.0060 | 0.8294+0.0098 | 0.82334+0.0039 | 0.8177+0.0040 | 0.8496+0.0017
6k 0.8276+0.0032 | 0.8534+0.0037 | 0.84954+0.0025 | 0.8432+0.0035 | 0.8683+0.0018
7k 0.8427+0.0036 | 0.87214+0.0034 | 0.86624+0.0037 | 0.8623+0.0037 | 0.879940.0025
8k 0.8555+0.0010 | 0.88484+0.0032 | 0.8801£0.0029 | 0.8770+0.0053 | 0.891840.0035
9k 0.8653+0.0017 | 0.8962+0.0035 | 0.891340.0005 | 0.8886+0.0041 | 0.9016+0.0011
10k 0.8764+0.0027 | 0.9059+0.0014 | 0.90104+0.0021 | 0.9009+0.0024 | 0.91014+0.0029

Table 1.

Table 2. Object detection results (mAP) on PASCAL VOC 2007+2012 [2]. The performance mean and standard deviation from 3 trials are

Image classification results (Accuracy) on CIFAR-10 [3]. The performance mean and standard deviation from 5 trials are reported.

reported.

Table 3. Human pose estimation results (PCKh@0.5) on MPII [1]. The performance mean and standard deviation from 3 trials are reported.

Number of

labeled images Random Entropy [4] Core-set [6] Learn loss

1k 0.526240.0062 | 0.5262+£0.0062 | 0.5262+0.0062 | 0.5238+0.0028
2k 0.608240.0019 | 0.6123+£0.0081 | 0.6236+0.0052 | 0.6095+0.0042
3k 0.642340.0022 | 0.6357+0.0091 | 0.6590+0.0043 | 0.6491+0.0047
4k 0.6633+0.0018 | 0.6694+0.0021 | 0.6763+0.0021 | 0.6690+0.0028
5k 0.6751£0.0017 | 0.6870+0.0015 | 0.688840.0048 | 0.6905+0.0045
6k 0.6860+0.0050 | 0.6982+0.0011 | 0.6944+0.0032 | 0.7035+0.0055
7k 0.692740.0016 | 0.7018+0.0027 | 0.7016+£0.0013 | 0.7149+0.0066
8k 0.7010£0.0017 | 0.7112+0.0012 | 0.7083+0.0012 | 0.721340.0060
9k 0.7044+£0.0047 | 0.7166+0.0031 | 0.711540.0016 | 0.7273+0.0030
10k 0.711740.0016 | 0.7222+0.0024 | 0.7171+0.0025 | 0.7338+0.0028

Number of

labeled poses Random Entropy [4] Core-set [6] Learn loss

1k 0.614340.0020 | 0.6143+£0.0020 | 0.6143+0.0020 | 0.58394+0.0011
2k 0.692340.0028 | 0.6874+0.0069 | 0.6859+0.0047 | 0.6781+0.0037
3k 0.722240.0046 | 0.7185+0.0035 | 0.7214+0.0025 | 0.717440.0040
4k 0.738540.0056 | 0.7380+0.0035 | 0.7392+0.0036 | 0.74004+0.0034
5k 0.7534£0.0044 | 0.7522+0.0047 | 0.754240.0021 | 0.7589+0.0032
6k 0.762240.0038 | 0.7624+0.0013 | 0.76460.0041 | 0.7728+0.0037
7k 0.771940.0048 | 0.7688=+0.0011 | 0.7769+0.0029 | 0.7840+0.0029
8k 0.776540.0043 | 0.7788+0.0009 | 0.7856+0.0023 | 0.79184+0.0024
9k 0.781740.0030 | 0.7844-+0.0021 | 0.7902+0.0013 | 0.7965+0.0057
10k 0.7862£0.0023 | 0.7899+0.0019 | 0.798540.0031 | 0.8046+0.0058




Number of

labeled images or CIFAR-10 Cl(l;;?s}i:_)lo PAZEOC7A+ Iiggc MPIL
poses

1k 0.6545+0.0071 | 0.6365+0.0078 | 0.6916+0.0065 | 0.7600+0.0082
2k 0.77744+0.0132 | 0.7196+0.0114 | 0.685440.0007 | 0.75734+0.0069
3k 0.8682+0.0078 | 0.7954+0.0141 | 0.6829+0.0147 | 0.757540.0061
4k 0.8972+0.0021 | 0.8436+£0.0080 | 0.68684+0.0049 | 0.7431+0.0104
S5k 0.9146+£0.0046 | 0.8524+0.0077 | 0.694440.0043 | 0.7471+0.0077
6k 0.92204+0.0039 | 0.8660+0.0109 | 0.7071+0.0013 | 0.76114+0.0142
7k 0.91714+0.0043 | 0.8726+0.0110 | 0.708040.0052 | 0.753440.0087
8k 0.909740.0060 | 0.871440.0076 | 0.7048+0.0088 | 0.747810.0086
9k 0.9070+0.0070 | 0.8701£0.0066 | 0.71034+0.0092 | 0.7656+0.0069
10k 0.9074+0.0120 | 0.8771£0.0095 | 0.71334+0.0076 | 0.7458+0.0089

Table 4. Ranking accuracy of the loss prediction module for each dataset. The performance mean and standard deviation are reported.

2. Single-Level VS. Multi-Level

We have used 4 mid-level feature maps as inputs to the loss prediction module in CIFAR-10 [S)]. In this section, we
examine how performance changes if only the last feature map from “conv5_2” of ResNet-18 [3] is given to the module.
Figure[T|shows the comparison results. The use of a single feature map yields slightly lower active learning performances, as
it has lower ranking accuracy.
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Figure 1. Comparison results on CIFAR-10 [5]]. Top: Ranking accuracy. Bottom: Classification accuracy.



3. Wider Loss Prediction Module

We have designed each fully connected layer (FC) after a global average pooling layer (Figure 2 in the paper) to produce
a 128-dimensional feature. In this section, we examine how performance changes if we add more parameters to the FC
to produce higher dimensional features such as 256 and 512. Figure [3] shows the comparison results. The loss prediction
modules show similar ranking accuracy regardless of the FC sizes and thus achieve similar performances in active learning.
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Figure 2. Comparison results on CIFAR-10 [3]]. Top: Ranking accuracy. Bottom: Classification accuracy.



4. Deeper Loss Prediction module

Our loss prediction module illustrated in Figure 2 of the paper is shallow as it contains only two-story fully connected
layers (FC). This module does not need to be deeper since the convolution filters contained in the target model can be tuned
for loss prediction. In this section, we design a deeper loss prediction module by adding a convolution layer (128 kernels
of 3x3 size with a stride of 1 and padding of 1) with a batch normalization layer as shown in Figure [4] to examine the
performance changes. Figure 4] shows the comparison results. The loss prediction modules show similar ranking accuracy
regardless of the depth and thus achieve similar performances in active learning.
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Figure 3. A deeper loss prediction module with convolution and batch normalization layers added.
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Figure 4. Comparison results on CIFAR-10 [5]. Top: Ranking accuracy. Bottom: Classification accuracy.



5. Independent Learning

Given the total loss L defined in Equation (3) in the paper, we update the model set (O rger; Oloss) by the back-propagation
algorithm. A set of gradients from the loss prediction module OL/Oh, where h is a set of multi-level feature maps as inputs
to the loss prediction module, is also propagated to the target model to update Oyree. We examine how performance changes
if OL/0h does not propagate to the target model. In this configuration, the loss prediction module cannot tune Gt

Figure [5] shows the comparison results. “learn loss indep.” represents the independent learning. In Figure [5] (a) CIFAR-
10 [5], the loss prediction performance of this independent learning is significantly lower at early stages and reversed at
the later stages. Therefore, the active learning performance of this method is low at early stages but close to that of the
original method at later stages. To see if this phenomenon also occurs in other visual recognition tasks, we have attempted
the same experiment for object detection over PASCAL VOC 2007+2012 [2]] as shown in Figure[5](b). However, in this task,
the loss prediction performance of independent learning is always significantly lower than the original method. As a result,
less informative data is accumulated in the labeled pool and the active learning performance gap to the original method has
continued to widen.
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Figure 5. Comparison results. Top: Ranking accuracy. Bottom: Active learning performances.
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